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1 Abstract

The goal of this project is to develop new interface to the physical layer, which is more suitable for the use of
dynamic wireless networks. Our goal is to explore the formulations that gives a new measure of information,
both in terms of how difficult it is to transmit such information and in terms of how valuable it is when
received. While traditionally, the amount of information is universally measured in number of ”bits”. Such
formulation is particularly suitable when long block codes are used, and the average per unit time rates of
information flows are of interests. In dynamic communications, our main observation is that in fact a metric
that does not require averaging over asymptotically long period of time is much more meaningful in practice.
Moreover, one cannot always think of information as perfectly decoded bits, but rather has to understand
how valuable a piece of ”soft” information is. That is, when we cannot guarantee reliable decoding of the
message, one still has to efficiently process the message, in order that efficiently communication over the
entire network is achieved.

Like ”bits”, a new information measure can be directly used as a interface to the physical layer. The
new interface would be more general than the traditional approach of using communication channels as
”reliable” bit pipes, but instead, explicitly model the error and delay of coded transmissions, prioritize the
error protections to multiple types of heterogeneous data. With this approach, the higher layer network
algorithms would have direct control over the amount of redundancy injected to different data streams,
including data various QoS requirements, as well as network control messages. The main challenge of the
project is thus to explicitly establish the optimal tradeoff between the reliability and rates of multiple data
streams that are encoded and transmitted jointly over a single communication channel. The key tool involved
here is information geometry, which is new and powerful analytical tool particularly useful in describing the
dynamics of the probability distributions involved in a network communication problem.

One of the most important finding in our project is that when soft information is of concern, there is a
difference between how to measure the overall communication efficiency and the communication problem at
a particular time instance or a local exchange. That is, the communication scheme based on the optimization
of a local or instantaneous metric, might contribute to the overall purpose of communication in different
ways, based on how the soft information is processed, and combined with other side information. This finding
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implies that a rich collection of metrics on the effectiveness of communication might all be relevant, even if the
purpose of the overall communication process or network is to convey information bits. This finding confirms
our intuition presented at the beginning of this project, that even in pure data networks, separated from
the problems of different types of sources and QoS requirements, information flowing through the network
should be intrinsically heterogeneous. Our work thus provides a theoretic framework where such different
notions of efficiency can be applied and analyzed, in the context of dynamic communication networks.

2 Technical Report

Over the duration of this project, we have made good progresses in different aspects. Three graduate students
were involved in this project: Emmanue Abbe, Baris Nakiboglu, and Mina Karzand. Emmanuel graduated
from MIT and is now a postdoc at EPFL. He continues to work with us as a research affiliate. Baris is
graduated in early 2011. Mina Karzand joined MIT in fall 2009, after receiving a MS degree from EPFL.
She is currently working on extending our work on feedback channels to network problems. There are three
major pieces of work that are related to this project:

2.1 Dynamic Transmission over Feedback Channels

Feedback channels are a good topic to study when we want to understand communication over dynamic
environments. Unlike the conventional point-to-point channels, at each time, the transmitter of a feedback
channel receives an update of what the receiver has already received so far. As a result, the encoder has to
adjust the information content and the way it is transmitted for each single symbol. This is fundamentally
different from the conventional approach of pack and coding a long block of data together. Conceptually, if
one want s to efficiently use a feedback channel, he needs to have a quantitative way to measure how much
information is conveyed at each single symbol time, instead of averaged amount of information over a long
block. Consequently, one can hardly define a notion of how many bits that are transmitted and decoded
reliably, thus deviating from the conventional wisdom of using number of bits to measure information.

There is a large literature discussing feedback channels, mainly because feedback signals are an important
way to enhance the reliability of communication. However, our knowledge on this topic is rather limited.
The main ideas in the literature include: 1. using feedback to initiate retransmissions and use variable length
codes to improve the reliability, and 2. improved forward error correction coding over a small set of special
channels such as binary erasure channel and Gaussian additive noise channels. Furthermore, there is no
satisfactory solution for channels with noisy feedbacks. We believe that the reason for this lack of success
lies in the use of block average performance metrics for such a highly dynamic communication scenario.

In our work, we focus on designing efficient forward error correction mechanisms that take the advantage
of feedback signals, and generalize from the elegant designs over erasure channels or Gaussian channels to
general discrete memoryless channels. Our work is built on our previous results reported in this project, on
information geometry. We first develop a new geometric measure of the efficiency of dynamic information
transmission, which leads to a new formulation of the channel coding problem as a dynamic programming.
We solve a simplified version of this dynamic programming problem, and make connection to the classical
performance metrics such as the throughputs and the error exponents. We then further fine tune our designs
by allowing a dynamically chosen performance metric, according to the transmission time and the history of
the received signals. We show that such new insights not only gives nature and simple coding schemes over
the dynamic setup, but also improves the performance in terms of the classical metrics such as the error
exponents. The advantage of our formulation is several folds:
• First, our work is a proof-of-concept for the new formulation of dynamic communications. It is fun-

damentally different from the idea of using ”bits” as the universal of information measure. The new
metrics, as well as the corresponding encoding and decoding schemes, are not based on the assumption
of the perfect fidelity between the transmitter and the receiver, and thus can be used to design and
evaluate the processing of ”soft” information.

• Secondly, while our current work focuses on channels with perfect causal feedbacks, the general frame-
work can be generalized to noisy feedback problems, which is one of the most important open problems
in information theory.
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• Finally, the new signaling schemes based on the notion of processing soft information is the basic building
block for a large number of multi-terminal communication problems, such as cooperative transmission
and relay networks.

The key question to answer in this work is how much information is conveyed in a single channel use.
While there are many possible definitions given in the literature, a natural measurement is to quantify how
far the a postoriori distribution of the message, conditioned on the history of observations, moves after
observing the new output of the channel. The answer to this question is naturally connected a geometric
view of communication, in that it requires metrics of the lengths and inner products of movements in the
space of probability distributions.

One plausible candidate of such metrics is the K-L divergence. Let the posterior distribution of the
messages at time t be Φ(t−1), i.e., conditioned on the observation of Y t−1 up to time t − 1, and that after
observing yt by Φ(t), one can use

D(Φ(t)||U)−D(Φ(t−1)||U)

as a measure of effectiveness of the communication process at time t. This is equivalent to measuring the
reduction of entropy of the unknown message during the tth use of the channel. It can be shown that
maximizing this metric is equivalent as maximizing the mutual information of the channel, which result in
using the capacity achieving input distribution, P ∗

X . The optimal transmission strategy is simply to assign
the messages to the input symbols in such a way that the input at time t takes distribution P ∗

X .
What is more interesting is that there are a variety of different metrics exist in the communication

literature. For example, other than achieving the capacity, one might ask what kind of input would maximize
the error exponent of a finite length communication session. Or alternatively, what kind of metrics one should
use in the space of probability distributions so that the resulting optimization problem would yield the error-
exponent optimal solutions.

We solved this problem, and the detailed works are reported in [?]. It turns out that when Renyi entropy is
used for the metrics on the space of probability distributions, the resulting optimization yield a simple coding
strategy, which we call titled posteriori matching. Following this coding strategy, we can demonstrated the
best known error performance for the feedback problem.

Exploring problems like this has potentially deep impacts. As we pointed out in the earlier work of
this project, the currently widely used performance metrics and formulations of communication problems
are only suitable for point-to-point communications, and in order to address dynamic network problems,
new formulations are needed. We believe that a geometric view is the key of solving the new dynamic
communication problems. However, it is important that such new studies can be consistent and compatible
with the existing 60 years of works in information theory. The impact of our work can be realized if we can
show that the new geometric formulations are natural generalizations to the commonly accepted formulations.
To that end our work on the feedback channel serves precisely that purpose.

A different aspect of the feedback problem is that it suggests a new symbol-by-symbol transmission
scheme based on soft information. In network communication problems, it is often the case that a node,
such as a relay, face the puzzle of what information from his observation should be extracted and forwarded.
This puzzle comes from the fact that relays often has to process ”soft information”, i.e., from his observation,
it cannot extract a number of reliable information bits that the destination wants, but only noisy ”hints” of
these bits. It is often hard to quantify what information is needed by the destination, and in what how to
transmit signals that contribute to that need. At a higher level, the encoder of a feedback channel also face
the same problem. In the process of transmission, the receiver has received only some ”soft” information
about the message, and the question is how to transmit the next single symbol, which does not quite allow
decoding, but is efficient in contributing to a decision at the end of the communication session.

We solved the problem in the feedback setting. At each time, the encoder would compute the posterior
distribution of the message, and match that to the optimal input distribution over the channel. One way
to see this is that the encoder ”answers” the question about the message from the receiver in the best way
he can. Thus, the transmission is all about what is not known at the receiver at the time, and hence is
the most efficient. We proved that such signaling indeed achieves optimality according to some information
theoretic measure. Following this result, we are currently working on relay channels, and we hope to report
more progress on that at the end of this project.
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3 Global Geometry of Non-Gaussian Distributions

Another main results we obtained during the last year is an extension of our work on finding the geometric
structure of non-Gaussian distributions.

In our previous works, we have defined a notion of divergence transition map (DTM). For a given discrete
memoryless channel with a particular pair of input and output distributions, we can view the channel as
a linear map that maps the neighborhood of the input distributions to that of the output distribution.
This way, we can exactly quantify how the changes in the input distributions affects the outputs; describe
which information is lost through the channel; and based on these develop a new way to optimize mutual
information as well as network capacity.

The key observation is that when describing the divergence transition map, we have a linear map acting
on a neighborhood of distributions, which can be viewed as a neighborhood on the manifold, and hence a
linear space itself. Thus, to describe the divergence transition, it is generally of interests to find out the
eigenvalues and the eigenvectors of the DTM. It turns out that for Gaussian additive channel with Gaussian
inputs, the eigenvectors of the DTM have a particularly elegant form, namely, the Hermite polynomials.
Using this observation, we came up with new ways to derive local optimality of several important results,
including the monotonicity of central limit theorem, a new derivation of entropy power inequality, and some
new results on Gaussian interference channels. The key advantage of this eigen analysis is that an input
distribution is a perturbation from the Gaussian distribution

f = gv(1 + δH [k])

along the kth order Hermite polynomial H [k], then the output of an additive Gaussian noise channel is

f ∗ gσ2 = gv+σ2(1 + δµkH
[k])

which is still a perturbation from the corresponding Gaussian distribution along the kth order Hermite
polynomial, with a scaling factor µk, i.e., the corresponding singular value.

Using this approach, we can define a new coordinate system around the Gaussian distribution, and
parameterize all the non-Gaussian distributions in this neighborhood. With this new tool, we can then
quantitatively answer many questions, such as ”how does the non-Gaussianness evolve when passed over
a channel”, and ”how to cancel the non-Gaussianness when the noise is not Gaussian”. These questions
are directly related to central limit theorem, entropy power inequality, Gaussian boradcasting channels,
interference and relay channels, and give new insights to the optimization of capacities for these problems.

The main limitation of the above approach is that they are limited to local statements. That is, we could
only consider distributions that are ”close” to Gaussian. To generalize this work to arbitrary distributions,
we have made the following progresses in the past year.
• First, we made the following observation. if f1 = g(1 + δ1H

[k1]), f2 = g(1 + δ2H
[k2]), then the

convolution of these two distributions f1 ∗f2, when written as Gaussian perturbations, has perturbation
on H [k1], H [k2], as by the local approximation. In addition, the approximation error is simply on the
direction of H [k1+k2]. The amount of these perturbations can all be precisely calculated. In this way,
we can indeed compute the convolution between non-Gaussian distributions in general, in terms of
perturbation from Gaussian, and without any approximation. Following this observation, we can re-
derive CLT and some other results in the most general form, albeit the algebra, which involves some
combinatorics, is rather complicated. The main drawback of such brute force approach is that for the
global picture, Hermite polynomials are no longer the eigen vectors of the DTM, and hence it is not
surprising that the calculation based on the Hermite basis is a bit complicated.

• We can also derive the eigen structure of the DTM by Gaussian noise channel, at a neighborhood
around an arbitrary non-Gaussian distribution. This involves the Christoffel symbols that describes the
connection over the distribution manifold. The resulting eigen structure can then be used to analyze
the non-Gaussian distributions as before. The drawback of this approach is that the eigen structure
no longer has a simple form. Such complications are in some sense not surprising, as it appears that
analyzing the global geometry of probability distributions do require the description of the global
structure of the distribution manifolds.

We are currently working on using such global analytical tools to extend our earlier results on interference
channels, some partial results are reported in [?]
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4 Dynamic Communication and Instantaneous Efficiency

The most general way to describe a communication process is through belief evolution. We refer to the
distribution of the messages, conditioned on the receiver’s knowledge as the belief at the receiver. As the
receiver accumulates observations, either over time or over different paths through the network, this belief
would move from a uniform distribution, corresponds to no knowledge at the receiver at all, to a deterministic
one, where the receiver can make a decision of which message is transmitted. The advantage of this approach
is it is very general, without any assumptions of block code, long term behavior, or any sense of reliability.
The disadvantage is also obvious: belief vectors live in a high dimensional space, and characterizing their
movements requires strong geometric tools.

Designing communication protocols according to belief evolution has several difficulties. First, the control
one has to maneuver the belief vector is through the channel input, which only controls the belief vector is
a stochastic way. Thus the effectiveness of a control protocol can be measure only by averaging over the
randomness of the channel. Secondly, the dimensionality of the belief space is often very large, much larger
than the size of the input alphabet . Thus, one can hardly hope to drive the belief vector towards the ”right”
direction, pointing at the desired corner of the belief space, but rather bundle many messages together,
and hope to move the belief vector towards one face that contains the correct message. As a result, one
needs to frequently readjust the control to make the belief vector to zig-zag towards a particular direction.
Conventional error correction coding can be viewed as one way to do that. Furthermore, the coding protocol
cannot depend on the correct message being sent, thus it has to be simultaneously efficient for all possible
messages.

While all of the above difficulties can, to some extent, be addressed with a good dynamic programing
solution, the most difficult part of this approach is that the notion of efficiency is not unique. This can be seen
from a simple example of M = 3. Starting from 3 equally likely messages, if one wishes to make a decision
among the messages after the communication session, then it is desirable that the probability of a particular
message ”stands out”. For example, P1 = [0.6, 0.2, 0.2] gives a probability of error of 0.4, which is better
than P2 = [0.5, 0.5, 0]. On the other hand, if there is side information available or if the communication
session continues before a final decision is made, one can easily check that P2 can be more desirable, as
one of the messages is completely ruled out, and in information theoretic terms, the entropy/uncertainty
of P2 is smaller. This example says that the notion efficiency of an intermediate step of communication
highly depends on how the communication results are to be used, or what time this step is, during the
communication session.

A natural set of metrics of interests are the family of Renyi divergences. With a parameter of α that
can be tuned, Renyi entropy of a given distribution corresponds to the Shannon entropy, at α = 1, to the
probability of detection error, at α =∞. This gives a continuum from of metrics of information transmissions
that is of “general purpose” and agnostic to how the information is used, to that reflects the information used
for decision making only. We developed a new approach to design communication based on instantaneous
optimization of Renyi divergence, based on the intuition of choosing the parameter α according to the time
and the current knowledge at the receiver. We show that such instantaneous communication schemes can
out-perform those based on capacity optimization, using the toy example of quantum detections.

We are interested in quantum detection problems for several reasons.
• First, quantum processing are by nature lossy and instantaneous. A quantum state cannot by duplicated

and hardly stored. Thus, when a measurement is made to a quantum state, the state itself gets
destroyed. In designing such measurement, it is often the case that the measurement results from
other related quantum states are available. Thus, a measurement here can often be lossy, and cannot
capture the sufficient statistic for inference. It has to be designed based on the temporary and limited
information. Thus, the concept of lossy processing is necessary in such designs.

• The geometry of quantum detections is particularly interesting. The embedding of quantum states
and probability amplitudes are different from that for that classical probability distributions. The
classical notion of K-L divergence and the Renyi family are replaced by Von Neumann entropy and its
generalizations. Thus, we are facing a fundamentally different way to characterize the belief space, with
the promises of much stronger processing tools leading to quantum channel and quantum computer
designs. Clearly, further understanding of this geometry and its impacts to information processing are
of great theoretic values.
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• Quantum algorithm designs is a wide open area. In particular, while promising of improving the
computational efficiency by orders of magnitude, the exact characterization of the information flows
in such algorithms is not well understood. We hope that understanding quantum algorithms from the
viewpoint of information geometry can offer fruitful insights and improvements.

In our recent work [?], we studied the coherent quantum detection problem, and the resulting capacity,
in terms of the amount of classical information that can be conveyed through a quantum channel. We show
that the best known binary quantum detector, the Dolinar receiver, can indeed be derived by instantaneous
optimization. This result helps us to generalize Dolinar receiver from binary to general hypothesis testing
problems, as well as the cases with coded transmissions, particularly in the regime of high photon efficiency.
Our approach is also used to develop a new way to prove converse results, which not only improved our
theoretic understanding of such problems, but also made great impacts on the practical designs of quantum
receivers.
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